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Abstract

As an assessment of databases used to store Maritime Situational Awareness data, the hy-

pothesis is posed that a database built upon a data model, utilizing international stan-
dards, recognized and accepted data modelling concepts, best practices, etc. would be
more trusted by the community utilizing the data contained within the database. In this

work, the validity of this hypothesis was investigated and assessed by decomposing trust

into the sub-components: predictability, dependability, faith, reliability, robustness, famil-

iarity, understandability, explication of intention, usefulness, competence, self-confidence,

and reputation. An analysis of how these components are expressed in the context of a

database system and in particular, how they impact the data model, was performed. The

analysis indicates that reliability, understandability, usefulness, familiarity and reputation

are the components that capture the concept of trust in a data model. These components

were then applied in an analysis of the National Information Exchange Model-Maritime

data model, essentially grading the model against the applicable trust components. Results

vary from a poor grade on aspects of reliability, to excellent in terms of familiarity and

reputation.

Résumé

L’évaluation de bases des données utilisées pour stocker des données de Connaissance de

la Situation Maritime (CSM) peut se faire selon plusieurs critères. Dans ce travail, nous

explorons l’angle de la confiance en posant l’hypothèse suivante : Une communauté scien-

tifique a tendance à avoir plus confiance en une base de données conçue avec un modèle

de données développé à partir de standards internationaux, des méthodes reconnues et des

bonnes pratiques de modélisation de données. Cette étude explore et valide cette hypothèse

en décomposant le concept de la confiance en sous-composantes : prévisibilité, sureté de

fonctionnement, croyance, fiabilité, robustesse, familiarité, compréhension, explication de

l’intention, utilité, compétence, confiance en soi et la réputation. Ces composantes sont

définies dans un contexte systèmes de bases de données. De plus, une analyse de leur im-

pact sur la perception d’un modèle de données est conduite. Cette analyse indique que

la fiabilité, la compréhension, la familiarité et la réputation sont les composantes qui ca-

ractérisent le mieux le concept de la confiance dans un modèle de données.
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Executive summary

Implicit Trust in a Data Model
Marie-Odette St-Hilaire, Michel Mayrand, Anthony W. Isenor; DRDC Atlantic
CR 2011-107; Defence R&D Canada – Atlantic; October 2011.

Background: The compilation of data to support Maritime Situational Awareness can take

on many forms. In a military context, data models such as Joint Consultation Command

and Control Information Exchange Data Model, Maritime Information Exchange Model

(MIEM), Universal Core, or the National Information Exchange Model (NIEM) claim to

address similar requirements, but in some sense ”better” than the others. These conflicting

claims confuse the user community and often do not progress the underlying issue of data

use.

Diversity in data models is a recognized result of the data modelling activity. However,

there may be many factors that influence the selection of one model over another. One

factor is trust, specifically the trust the user places in the overall system. Since the data

model is part of the system, it is recognized that the data model could have an impact on

user trust. As a result, the Maritime Information and Knowledge Management group at

DRDC Atlantic has contracted a study to investigate the relationship between the factors

influencing trust, and a data model.

Results: An analysis on how to define trust in a data model was conducted under contract

by OODA Technologies over a period of four months, in support of two Applied Research

Projects: 11HL Technologies for Trusted Maritime Situational Awareness and 11HO Situ-
ational Information for Enabling Development of Northern Awareness. It was found that a

data model can influence one’s trust in the data delivered from the system. The applicable

trust components were then applied to the National Information Exchange Model (NIEM)-

Maritime data model, this being the result of harmonizing the MIEM into the NIEM. The

results highlight the strengths and the weaknesses of the NIEM-Maritime from a trust per-

spective.

Significance: The defence and security community must be prepared and able to properly

assess the trust it places in a system’s delivery of data to the decision maker. This study

provides an understanding of how the data model influences the user’s trust in the system.

Future Plans: Support to the Canadian Forces and their role in public security, is an evolv-

ing function for the defence community. Part of the ongoing research in this area will in-

volve investigations of systems that will bridge traditional defence roles, such as Maritime
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Situational Awareness (MSA), and security roles, such as law enforcement or more gener-

ally public safety. Such investigations will develop and strengthen the cross-departmental

relationships that contribute to an integrated Canadian security environment.
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Sommaire

Implicit Trust in a Data Model
Marie-Odette St-Hilaire, Michel Mayrand, Anthony W. Isenor ; DRDC Atlantic
CR 2011-107 ; R & D pour la défense Canada – Atlantique ; octobre 2011.

Contexte : La collecte de données et de renseignements pour appuyer la Connaissance

de la Situation Maritime (CSM) peut prendre diverses formes. Dans un contexte militaire,

les modèles de données tels que le Joint Consultation Command and Control Informa-

tion Exchange Data Model, Maritime Information Exchange Model (MIEM), Universal

Core, ou le National Information Exchange Model (NIEM), prétendent tous répondre aux

mêmes besoins, et ce � mieux � que les autres. Ces déclarations confondent la commu-

nauté d’utilisateurs, ce qui contribue peu à la solution du problème de l’utilisation de des

données. Une conséquence bien connue de l’activité de modélisation de données est la di-

versité de ses résultats. Il existe cependant plusieurs facteurs influençant la sélection d’un

modèle de données. Un de ces facteurs est la confiance, en particulier la confiance qu’un

utilisateur place dans le système de base de données résultant. Le modèle de données fai-

sant partie de ce système, il est reconnu qu’il pourrait avoir un impact sur la confiance de

l’utilisateur. En conséquence, le groupe de Gestion de l’Information et du Savoir Maritime

(GISM) à RDDC Atlantique a contracté une étude investiguant la relation entre les facteurs

influençant la confiance et le modèle de données.

Résultats : Une analyse sur la définition du concept de confiance dans un modèle de

donnée a été réalisée sous contrat par OODA Technologies sur une période de quatre mois,

en appui aux deux projets : 11HL Technologies assurant la fiabilité de la connaissance

de la situation maritime et 11HO Information situationnelle permettant le développement

de la connaissance du Nord. Il a été constaté que le modèle de données peut influencer

la confiance qu’un utilisateur porte dans les données fournies par le système. Les compo-

santes de la confiance pertinentes pour un modèle de données ont été appliquées au modèle

du National Information Exchange Model (NIEM)-Maritime, ce modèle étant le produit de

l’harmonisation du MIEM avec le NIEM. Les résultats mettent en évidence les forces et

faiblesses du NIEM-Maritime dans une perspective de confiance.

Importance : La communauté de la défense et de la sécurité doit être préparée et en me-

sure de bien évaluer la confiance qu’elle place dans un système de données utilisé pour

la prise de décision. Cette étude permet de comprendre comment le modèle de données

influence la confiance de l’utilisateur dans le système.

Perspectives : Le soutien aux Forces Canadiennes et à leur rôle dans la sécurité publique

est une fonction de la communauté de la défense qui est en constante évolution. Une par-
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tie de la recherche en cours dans ce domaine impliquera les systèmes qui feront le pont

entre les rôles traditionnels de la défense, tels que la Connaissance de la Situation Mari-

time (CSM), et ses rôles de sécurité, tels que l’application des lois, ou plus généralement

la sécurité publique. Les résultats de ces recherches vont aider à développer et renforcer

les relations interdépartementales, contribuant ainsi à un environnement de sécurité cana-

dienne intégrée.
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1 Scope

Maritime information related to ship activities is a key component of Maritime Situational

Awareness (MSA). In many cases, the data that support MSA are stored in databases. These

databases are accessed directly by users or by software applications (automated or not) that

utilize the data in some manner.

Here, we are interested in the assessment of the data models that would be used to con-

struct the databases used in MSA-related investigations. The data content of the database

obviously plays a large role in the usefulness of the database system to the MSA activity.

Obviously, if the system does not contain the proper data, the user will be unable to use the

system in the MSA activity. For this investigation, we are going to assume that the database

contains the proper data for the user’s MSA activity. Given that assumption, the database

that contains the data may still take many different forms. For example, the database may

consist of a small number of tables, have few internal relationships, have minimal struc-

tures that are based on international information standards, etc. Alternately, the database

may be based on an extensive data modelling exercise, contain normalized tables, extensive

internal relationships, metadata as defined by an international standard, etc.

As an assessment of the database structure used to store MSA data, we pose the hypothesis

that

A database built upon a data model, utilizing international standards, recog-

nized and accepted data modelling concepts, best practices, etc. would be more
trusted by the community utilizing the data contained within the database.

This document includes an investigation and assessment of this hypothesis. The document

is broken into the following sections:

– Section 2 provides an overview of the literature related to trust. This section describes

the components of trust.

– Section 3 provides an overview of the components of a database system. This section

describes the assumed components that make up a system.

– Section 4 then describes the factors that influence trust in a database system. These

factors are related to the user’s perception of the system, and how the user utilizes or

wants to utilize the system. This section describes the user’s view onto the system, and

it is from this view that user perceptions are formed.

– Section 5 describes the methodology used to evaluate the hypothesis.

– Section 6 focuses on the data model, and describes the metrics used for assessing trust

in a data model.

– Section 7 describes the relative importance of the trust components and how the trust in

a data model may impact the trust in the database constructed from that model.

– Section 8 then presents an example of assessing a data model in terms of the important

trust components. This example uses the NIEM-Maritime data model.
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– Finally, section 9 presents concluding remarks by combining the results from previous

sections in the form of guidelines for developing a data model that would exhibit trust-

worthy characteristics.
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2 Trust

Literature about trust in technologies is vast. There is considerable research on modelling

trust and defining trust, its prerequisites, components, and consequences, for a wide range

of contexts. Providing extensive background on trust in technologies is outside the scope

of this study. For that, refer to Adams et al. [1] or Artz and Gil [2].

It is widely accepted that trust is not a binary concept; it consists of several components (or

dimensions). For example, consider the concrete case of Wikipedia 1. Among the plethora

of information websites, why do people trust Wikipedia? Aside from its reputation and

reliability, Wikipedia offers information that can be updated at any time (i.e., timely) within

a simple construct. Moreover, there is typically metadata within each article to support the

credibility of the information. Metadata takes the form of notes, references, internal and

external links, timestamps, and flags, to inform the user about information quality. These

are some of the characteristics that influence the levels of trust in Wikipedia. These system

characteristics are part of, or related to, components of trust in technologies found in the

literature.

For this study, we define trust in a computerized system as being made up of 10 compo-

nents:

1. Predictability, Dependability, Faith (these exist on a continuum)

2. Reliability

3. Robustness

4. Familiarity

5. Understandability

6. Explication of intention

7. Usefulness

8. Competence

9. Self-confidence

10. Reputation

These trust components were compiled based on a literature review conducted by Isenor et

al. [3].

An apparent challenge resides in the quantification and measurement of these components.

For instance, to quantify Wikipedia’s reputation or its understandability is not a simple

task. Such quantification would require experimentation with human subjects and well-

defined protocols. Since that kind of experimentation is not in the scope of this study,

1. http://www.wikipedia.org/

DRDC Atlantic CR 2011-107 3



most components will have to be broken down into lower level components that allow

measurement for the context of interest. For instance, system usefulness can be assessed

using the characteristics of maintainability, integration, relevance, etc.

The remainder of this section provides the definition of each trust component mentioned in

the list above. These definitions are extracted from Isenor et al. [3].

2.1 Predictability
Predictability is described as the estimation or anticipation of an outcome given a specific

and understood set of inputs.

The system component must perform functions in such a way that the user would expect

certain results. This expectation goes beyond the expected function provided by the system,

to a prediction of how those functions operate and what they provide as output. This is

obviously related to familiarity of the user to the functions. A user who is highly skilled and

familiar with a particular process will have higher expectations from a system component

to help them perform that function. The user will form opinions on the system component

when they are able to consistently produce results based on consistent levels of input. If

the system component decisions and actions are competent as compared to the level of user

competence, then the user will develop positive opinions regarding the system component.

2.2 Dependability
Dependability is seen as a continuation from predictability. Predictability deals with the

specific outcome from a function, while dependability deals with confidence that the func-

tion will be executed. Note that this is only confidence in execution; not necessarily confi-

dence in the result.

2.3 Faith
Faith is seen as a continuation from dependability. It is described as the belief in a sys-

tem’s ability to provide a satisfactory outcome in a situation that has not previously been

experienced.

2.4 Reliability
Reliability means repeated and consistent functioning. It is considered a functional prop-

erty, one that indicates readiness-of-use or readiness-to-respond. The system component

must be seen from the user perspective as being available and responsive to the required
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activity. If the system component is repeatedly not functioning when it is required, the user

will develop processes that neglect including the system.

Reliability is also linked to the expertise the user has with the system, linking user training

or expertise to the user’s reliance and therefore trust in the system. The Kelly et al. [4]

model also relates perceived reliability of the system to the user’s experience. This seems

to indicate that user perceived reliability is established through direct interaction.

2.5 Robustness
Robustness is described as the systems ability to perform under a variety of circumstances

(e.g., faulty hardware, busy network, low memory, slow CPU, etc.). This is important in a

military domain where factors such as the available bandwidth or available data may affect

system performance.

2.6 Familiarity
Familiarity is described as the adherence of the system to the procedures, terms, and cul-

tural norms of the user. This places a direct relationship between familiarity and the user’s

education, experience, and training.

Familiarity has an important consequence for users trained in different methods and sym-

bology. Users brought up through the different services often have different terminology

and symbology for very similar things. For example, tank to a navy person would mean a

container for holding fluid. To an army person, tank could mean a mobile gun.

2.7 Understandability
This is how the user perceives their ability to comprehend the system. It is the user’s

ability to form a mental model and predict future system behavior. If the user feels that

he/she comprehends how the system will react and how the system can help them, then

understandability increases.

Understandability is not the same as familiarity, though familiarity helps understanding

(note that Kelly et al.[4] places familiarity as a sibling under understandability). Sheridan

[5] proposed the following analogy to explain it: we are all familiar with people who are
not understandable or predictable, and we are not sure whether to trust them or not.

2.8 Explication of Intention
Sheridan [6] initially defined explication of intention as the system’s ability to explicitly

display or say that it will act in a particular way (as contrasted to its future actions having
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to be predicted from a model).

This captures the notion of explicit information being provided from the system to the

user, which describes what the system is or will be doing. This has also been described

as transparency. Essentially, this accounts for the system describing its actions to the user,

effectively educating the user on its functions and procedures.

2.9 Usefulness
This is how helpful the system is to the user. If the system provides functionality that is

either non-existent elsewhere or non-existent in a timely fashion, then the system could be

considered useful to the user.

2.10 Competence
This is related to the use of the system component within the larger system. If the system is

perceived as properly using the component, and if appropriate methods or procedures are

employed, then the system is considered competent.

2.11 Self-Confidence
This is the user’s confidence in their ability to perform the functions provided by the sys-

tem. Self-confidence was found to be related to trust in a simple way for low-automation

systems. In such cases, when the user’s self-confidence was low, their trust in the automa-

tion was high. Similarly, users with high self-confidence tend to perform duties themselves,

indicating low trust in the automation.

This indicates a rather obvious point, namely, that a user’s ability to trust a system is par-

tially defined by their knowledge of the functionality provided by the system.

2.12 Reputation
This aspect deals with the reputation of the creator, producer or maker of the system. If the

user has knowledge of other’s past experience with the maker, then the reputation of the

maker will affect the user’s initial level of trust. The importance of reputation may decrease

as direct user experience increases. Thus, reputation has initial importance but the level of

importance decreases with experience.
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2.13 Others
The above trust components are the ones that most often appear in the literature. Other

trust-related terminology appears closer to human science rather than digital processing,

or included in one of the above components, or less important. The following is a non-

exhaustive list of other terminology obtained from these sources [1, 7, 8, 9]:

1. Accuracy: the extent to which the system provides output free of error.

2. Power/Control: the extent to which the user is able to control the behavior of the

system.

3. Adaptability: the degree to which the system can change according to a situation.

4. Experience: based on the specific user’s past encounters with the system.

5. Integrity: the extent to which the system is able to recover from technical failures or

user errors without loss of data.

6. Solidarity: the degree to which the user perceives how the system shares a similar

purpose to himself.

7. Performance: in regards to the overall human-machine system performance.

8. Fiduciary responsibility: the degree to which the user expects that the system will

meet its design-based criteria.

9. Personal attachment to the system: comprised of liking and loving. Liking means the

user finds using the system agreeable; essentially it suits their taste. Loving means

the user has a strong preference for the system, is partial to using it, and has some

level of attachment to it.

10. Openness: User’s mental accessibility, or the willingness to share ideas and informa-

tion freely with others.

11. Cooperation: Importance of proximity, communication and interaction; dependabil-

ity; benevolence.

12. Risk of a situation: Dependability under risky conditions; sharing of confidential

information; calculative process.

13. Complexity/Simplicity: refers to the model containing the minimum possible entities

and relationships. This concept has been included in understandability.

14. Integration/Implementability: refers to the ease of implementation of a model in-

cluding such things as being implemented on time, on budget, and within technology

constraints.
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3 Database System

A database is usually part of a broader automated system. If not, the database can be con-

sidered as a part of a Database Management System (DBMS) (with the possible exception

of flat file databases).

For the purpose of this study, we start by defining a database, database management system

and database system.

Database: Collection of information organized in such a way that a computer program

can quickly select desired pieces of data.

DBMS: Collection of programs that enable you to store, modify and extract information

from a database.

Database system: Database + DBMS.

In order to determine the factors influencing the trust a user places in a data model and a

database system, we need to isolate the database content (i.e., data) from the structure (i.e.,

data model), the access (i.e., DBMS), and the storing components (i.e., hardware) of the

system. It is important to clearly differentiate the components involved in a database system

in order to identify the role of the data model. To do so, we use a simple representation of

an information system.

This section is organized as follows: 3.1 provides a simple representation to describe the

components of any information system (including a database system); 3.2 presents a simple

classification of users of the database system; and 3.3 discusses database modelling.

3.1 Components of a System
Several models exist for information systems, depending on the type and architecture cho-

sen. For this study, we take a simplistic approach, proposed by Isenor et al. [3], that

quantifies the many individual parts of an information system into four broad components.

These four components were identified by considering the entire system in a networked

enabled operation (see Figure 1).

First, there is the component that deals with the collection and persistence 2 of data. This

is referred to as the source. Second, there are the data themselves. Third, there is the

processing associated with the data. The fourth component results from the fact that the

processing does not need to be conducted at the source. Thus, a delivery mechanism is

responsible for the transport of the data to the processing functions.

2. In the context of this study, persistence is used as a synonym for storing.
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Figure 1: Components of a system: source, data, delivery and processing.

3.1.1 Source

For this discussion, the source is considered a self-contained entity that provides one or

more resources to the broad networked community. A source is typically a collection of

people and equipment that work as a contained and cooperative group. The source is likely

(but not necessarily) under one management control mechanism.

A source has three main capabilities: Information collection (and potentially processing),

structuring (or organization), and persisting. From this definition, a database appears as a

source.

3.1.2 Data

Data represent one possible resource that can be made available by the source. The data are

the numbers or characters that represent the observations, measurements, and information

that is contributed by the source.

The data provided by the source must be the responsibility of that source. However, the

data does not have to originate from that source. For example, a data collection activity

can take place under the direction of one source; called source A. Source A can provide the

data to the network. Source B can acquire the data, perform value added functions to the

data, and present a new data set to the network. In this case, Source B is responsible for

the value added data product while Source A remains responsible for the original data set.
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3.1.3 Delivery

The delivery is the component representing the transport of the data from the source. It is

the medium in which the data move.

For a database system, the delivery component can take several forms. Among these: local

Application Programming Interface (API), web service/interfaces, or simply DBMS access

functionalities.

3.1.4 Processing

Processing represents the analysis or manipulation of the data performed at the receiver.

There will certainly be processing at the source, but here processing refers specifically to

that processing external to the source. Processing could be performed on a single data

set, or could combine (e.g., fuse) multiple data sets. As well, processing includes those

functions required to discover data assets.

Processing is not part of a database system. In the context of this study, processing com-

ponents are applications built upon a database system such as administration tools, data

mining/analyzing tools, visualization applications, etc.

3.2 Database System Users
For the purpose of this study, we define two types of users: the scientist and the operator.

See Figure 2, which is based on a figure from [10], for an illustration of the two kinds of

users and their interaction with data. In this document, the term user refers to both scientist

and operator. The term scientist or operator is used when a distinction is needed.

3.2.1 Scientist

The scientist is a database literate user. The scientist may be a database administrator or a

developer (i.e., a term that includes investigating the signals contained within the data). In

both cases, a deep understanding of the data and its structure is required to perform their

tasks.

A database administrator installs and maintains databases. Their role is to manage the

integrity, security, and overall performance of a database system, including tasks such as

scheduling backups, database reorganization activities, optimizing storage layout, tuning

performance in response to application requirements, and managing user access to the data.

Depending on the company, a scientist and/or database administrator may be responsible

for inserting and maintaining the metadata.
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The developer uses the database system to develop knowledge, theories, or applications by

utilizing the data contained within the database. The developer is part of the team who

defines the application requirements, designs a solution, and implements application code

to meet those requirements.

3.2.2 Operator

The operator is someone who relies on the data to make robust decisions. They usually

have access to a particular view of the data and a limited part of the database. They have

to interpret some aspect of the data and its structure to perform their tasks, but they do not

have to be familiar with the underlying database or with data modelling.

Figure 2: Two types of database system users are defined: the scientist and the operator.

3.3 Database Modelling
Database modelling is often called data modelling, because the resulting model represents

how the individual datum are related. The resulting data model is a type of blueprint for

the construction of a database. Although both database modelling and data modelling are

acceptable, in this document we use the terminology data modelling.

The data model or schema represents the structure or inter-relationships of the data, whereas

the data are the facts contained within the structure. The term model includes the rules that

the data must obey to comply with the inter-relationships.

There are three levels of data modelling: conceptual, logical and physical. Here are sum-

marized versions of the Simsion [11] definitions (reported in Isenor and Spears [12]):
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Conceptual data modelling: a database independent view of the data

Logical data model: converts a conceptual data model into a form that uses the data defi-

nition language of a specific database implementation.

Physical data model: converts the logical data model into an implementation for a spe-

cific DBMS, where alterations can be made to address performance issues.

3.3.1 Data Model Quality

The benefits of a good data model are [13]:

Communication: A data model is the medium used by project team members to commu-

nicate with one another. The data model provides a common understanding of the

data and rules related to those data.

Precision: Terms and rules in a data model are unambiguous. This means the terms in the

data model can be defined and described to be specific and unique to the model, and

that the rules can be applied in an automated and consistent manner to all the data

held by the resulting database.

Figure 3, from West [14], illustrates how a quality data model can deliver benefit to an

organization. The data model supports the data and computer systems used in the organi-

zation. This support is realized through data definitions and formats, and decision support,

which drive the business. If this is done consistently across systems, then compatibility of

data can be achieved. If the same data structures are used to store and access data, then

different applications can share data [14], resulting in reduced costs and reduced risk to the

business.

Figure 3: How quality data models deliver benefit.
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Even data that meet all quality criteria can be useless if the data are based on a deficient

data model [15]. This observation is the motivation for the research regarding the quality

of a data model. Several experiments and theoretical work have been performed to define

data model quality metrics (see Isenor and Spears [12] for a recent overview of the topic).

However, results indicate inconsistencies in the research findings for data quality metrics

and an inability to adequately measure existing quality metrics [12].

3.3.2 Standards

The direct relation between using standards and best practices in data modelling and the

resulting data model quality has been documented by West [14, 16]. Figure 4, from [14],

identifies standards relevant to data modelling activities. In this figure, the logical data

model includes the conceptual model. Standards involved in the logical data model design

are: standard context, analysis standards, and naming standards.

Standard context refers to all standards strictly related to the domain represented by the

data model: industry/community standards, international standards, departmental stan-

dards, etc. Analysis standards are related to the rules governing entity and relationship

definitions. These standards apply to the broader aspect of data modelling. Naming stan-

dards are concerned with the naming used to identify elements in the data model. At the

level of the physical design, standard attribute formats are applied to define rules for at-

tribute formats.

Figure 4: Standards input into data modelling process.

Several international data models have been developed proposing standards for information
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exchange. Among these Joint Consultation Command and Control Information Exchange

Data Model (JC3IEDM) and NIEM and its subset Maritime Information Exchange Model

(MIEM) were developed for a military context. The last version of MIEM, which was

integrated into NIEM, is analyzed in section 8 in the context of trust in a data model.
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4 Main Factors Influencing Trust in a
Database System

The goal of this study is to determine if a data model influences the level of trust a user

places in the database system. In this context, we assert that trusting the data within the

system, does not necessarily mean trusting the database that contains the data. This may

be stated as:

Trust in data � Trust in database system (1)

This assertion is based in part on the system components, and the fact that the data is only

one part of the overall system (see Figure 1). How trust is developed by the user depends

on how the user interacts with the system. For example, a user acquiring data directly from

the delivery component will have different trust requirements than the user accessing data

after those data have been processed. In fact, all system components implied in the data

access and the user’s context are influencing the user’s level of trust.

Conversely, if someone claims to fully trust the database system it implies that they trust

the subparts of the system; including the data within the system. This can be summarized

by the following relation:

Trust in database system ⇒ Trust in data (2)

Figure 5 illustrates the main factors influencing trust in a database system. Even if the data

contained in the database are highly trustworthy, the factors (i.e., see blue oval) modify

the user’s perception of the data, affecting their trust in the data and in the whole system.

As illustrated, the database system components, the user’s context (tasks and environment)

and their interaction, are like a lens modifying the user’s perception of the data and thus

the user’s trust in the data. This illustration is inspired by the model of human trust in

automation using the Lens model (see [17] for more details on the model).

The following sub-sections give an overview of the main factors influencing trust in a

database system. These sub-sections use the database system and component definitions

provided in section 3. Each of the factors influencing trust in the database system (i.e., see

oval in Figure 5) are described.

4.1 Users, Tasks, and Environment
Trust may vary depending on who uses the database system, for what purpose, and in what

kind of environment. Depending on the tasks to be executed with the data, and the user’s
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Figure 5: Main factors influencing trust in a database system: database system components

and user’s context (task and environment). Even if data is trustworthy, these factors can

modify the user’s perception of the data and the database system.

background (knowledge and experience), the process of building trust in a database system

may differ.

As described in section 3.2, interactions with the database system will vary depending on

whether the user is a scientist or an operator. Therefore, the two kinds of users will have

different requirements and priorities regarding trust in the database system.

Although it is likely that all factors are important to the scientist, the data collection, data

model, and data delivery are likely paramount. Scientists would also be concerned with the

maintainability and integration aspect of the system, which influences trust.

For operators, the health and robustness of the database and the applications that use the

database are critical; success and profitability often depends on the reliability and quality

of the information produced by the applications [10]. Their trust in the database system

will be highly influenced by the performance of the processing and delivery components,

because the operator directly interacts with these components. In this case, trust is also

directly related to the perceived information quality.
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Moreover, issues of trust are more likely to become evident in high risk 3 rather than in low

risk environment [1]. Organizational factors, such as restrictive data use policies, organi-

zational history, and training, are other examples of contextual factors influencing trust in

a database system.

4.2 Data Collection
Data collection is the source capability that acquires the information to be persisted in

the database (see Figure 1). Reliability and reputation of the data collection process are

major factors in building trust in a database system. Since data collection often involves

other data sources and processes, reputation assessment is linked to the reputation of these

other entities. This reputation tracking is referred to in this document as provenance and is

discussed in more detail in section 6.2.1.3.

4.3 Data
Data quality and perceived data quality is a widely studied topic, especially in decision

support system development. Perry et al. [18] provides a good overview of information

quality in the context of situational awareness. Data quality is usually defined has having

multiple dimensions such as completeness, accuracy, uncertainty, reliability, etc.

Perceived data quality plays a central role in the trust that a user places in a database

system. In fact, if a database contains data that are not trustworthy, then it is unlikely the

database itself would be trusted (i.e., negation of logical relation 2: Data not trustworthy⇒
No Trust in database).

4.4 Data Delivery
Trust in delivery is a subject of increasing interest since the booming of web technologies.

Those accessing data from a computerized system should now be asking themselves: Are

these data safe for my system? Do they contain malicious software? Who else has access

to these data? Have the data been tampered with?

Most of the literature about trust in an information system is about security in data delivery.

It covers a broad range of topics such as database security; security in complex, evolving

distributed systems; web of trust; policies; computational trust; etc.

Data delivery, described as part of a database system in section 3.1.3, affects trust mainly

because of security. Robustness and reliability of the delivery mechanism are also major

factors influencing the level of trust, especially in an operational context.

3. Risk is related to the consequences of errors.
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4.5 Data Processing
A lot of work has been focused on determining factors influencing a user’s trust in auto-

mated systems (see [1] and [4] for literature reviews on the topic). The majority of this

work addresses the processing component, because this is the component with the highest

automation level in the system. Since processing is usually the component the operator di-

rectly interacts with, it is natural that it significantly affects the trust in the overall database

system and thus in the data.

4.6 Information Presentation
Information presentation is the way information is shown to the user: application display,

web site, documentation, etc. It is related to anything that is used to visualize the informa-

tion or advertise the database system and content.

There is an important body of literature about trust in web applications and presentation is

always identified as a main factor of trust 4. See Golbeck’s [19] survey about trust on the

web for an overview on the topic.

The literature indicates that presentation influences the perceived credibility in web content.

For example, some researchers argue that user trust is primarily driven by an attractive and

professional design, the presence or absence of visual anchors or prominent features such

as a photograph or kitemark, and the information structure on the website. Fogg et al. [20]

and Grabner-Kräuter and Kaluscha [21] provide details about the impact of presentation on

trust in a web application context.

4.7 Data Model
The quality of a data model (discussed in section 3.3.1) and the impact of the data model

on trust in a database system are in someway related. It is obvious that if a data model

is evaluated as of poor quality, it will have a negative impact on trust. Since there is

no consensus on quality metrics, we are considering these two concepts separately. The

current investigation is about trust only. We are referring to the data model quality literature

when it is relevant to assess trust.

It was demonstrated in [20] that the information structure in a website has a significant

impact on how much a user will trust the website content. To some extent this indicates

that the trust in information contained in a website is influenced by the way the information

is structured. Since a website is an information container, can we establish a parallel with

trust in database and data model?

4. Other factors are mainly security and reputation.
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The remaining of the document is dedicated to this investigation.

DRDC Atlantic CR 2011-107 19



5 Hypothesis Validation Approach

Trusting a database system means trusting its information collection, structuring and stor-

ing capabilities, its data and the delivery mechanism, and also the way these parts interact.

The processing component and the presentation layer can also be added to the list if those

are part of the system. However, we are omitting them for this study.

Therefore, trusting a database system implies trusting the data structure or more generally

the data model. This makes sense from a logical point of view, but does it makes sense

in reality? Also, to what extent? Is it negligible or central in the trust a user places in a

database system?

As an assessment of the types of databases used to store MSA data, we pose the hypothesis

that:

A database built upon a data model, utilizing international standards, recog-

nized and accepted data modelling concepts, best practices, etc. would be more
trusted by the community utilizing the data contained within the database.

The remainder of this document is dedicated to the validation of this hypothesis. Validation
here is an exaggeration. To validate a hypothesis means testing it with new empirical mate-

rial. In this particular context, it means performing experiments with human subjects. This

would involve: designing questionnaires, selecting a significant number of data models and

testers, conducting the experiment and analyze the results. This approach is not possible in

the context of this study. Here, the use of the word validation is closer to analysis. So we

are analyzing, based on previous research, the impact of the data model on the trust a user

places in a database system.

In order to validate the hypothesis, we make the following assumptions to simplify the

problem:

1. there is no process component in the system,

2. the information presentation layer is not considered,

3. the data delivery (hardware/Operating System (OS)/DBMS) is totally safe and trust-

worthy,

4. the data is of high quality (complete, accurate, etc.),

5. the data (raw and processed) collection is trustworthy.

Here is a scenario to illustrate the problem:

Suppose a database was developed to persist the information collected by a highly trusted

data collection capability. Can someone develop trust in this database? Does the data model

influence the overall trust in the database? Finally: Can someone trust a data model?
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Based on the assumptions above, hypothesis validation is performed with the following

steps:

1. Use the trust components in section 2 and determine which ones can be used for

assessing trust in the data model (sections 6.1 to 6.10).

2. Determine the relative importance of the trust components defined in step 1 (section

7.1).

3. Determine if trust in a data model influences the level of trust in the data to be

contained in the database (section 7.2).

4. Validate the hypothesis (section 7.3).

5. As a test, apply the results to the NIEM-Maritime data model (section 8).

5.1 Methodology
As mentioned above, no experimentation with subjects will be performed to validate the

hypothesis. Instead, we analyze the literature for evidence for or against the hypothesis.

This validation process will be supported by documented research in:

– trust in automated systems,

– trust in information technologies (including semantic web),

– data quality and data model quality.

The topic of trust in database systems lies between the topics of trust in automated systems

and trust in information technologies. A database system is an automated system but with

a low level of automation 5. Findings in that domain cannot all be directly applied to

databases. Indeed, special attention must be given to the role of the level of automation in

trust assessment.

The study of trust in a database system also falls in the information technology area. Net-

worked information systems usually expose databases or knowledge bases. Findings in the

area of trustworthiness of networked information systems may therefore be applicable to

our problem.

As mentioned in 4.3, it is a requirement to trust the data contained in a database in order to

trust the database itself. That is why data quality and data model quality (closely related to

data quality) are part of these research areas.

5. Level 1 on the automation scale of Moray and Inagaki [22]: The human does all the planning, schedul-

ing, optimizing, etc. and turns task over to computer for merely deterministic execution.
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6 Trust in a Data Model

It is difficult to distinguish trust in a data model from trust in the other system components,

as described in section 3. As well, the user’s trust is influenced by not only the system

components, but also additional factors as presented in section 4. In an attempt to clarify

this distinction, assumptions given in section 5 are now used to scope the trust components

exclusively to a data model. In essence, the following section assesses the trust components

presented in section 2, against the concept of a data model.

6.1 Predictability/Dependability/Faith and Data Model
Predictability is described as the estimation or anticipation of an outcome given a specific

and understood set of inputs. It describes a reaction to an action. Since data and its structure

do not provide feedback, predictability is not a natural fit for a data model.

However, anyone using a database has some anticipation about its content and structure.

There are always expectations about relationships between entities, data formats, or nam-

ing standards, for instance. The user has the expectation that the data model will fit their

own mental representation of data. This representation is built through experience, educa-

tion and requirements for the task at hand. For example, dealing with a table of numbers

representing sea surface temperature, it would be reasonable to predict that the values will

be in the range of approximately -2 to 40 Celsius.

This extension of predictability to the data model is linked to understandability and famil-

iarity. These components are also related to the user’s background and experience. For

that reason and the fact that predictability is related to system feedback, we will not use

predictability to asses a data model.

Also, dependability and faith, being a continuation of predictability, will not be used to

assess a data model.

Summary: predictability, dependability and faith, will not be used to assess

a data model.

6.2 Data Model Reliability
Repeated acquisition of high quality data will instill in the user a feeling of reliability.

Since data acquisition by the user is enabled by a database system, the data model plays a

role in the perceived data quality and therefore a role in the user’s perception of reliability.

There is a large body of literature about data and information quality. In our context, data

quality from a data consumer point of view is particularly pertinent. The work of Wang
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and Strong [23] on this topic is widely cited. Wang and Strong [23] define data quality as

consisting of several attributes. Among these attributes, some can be influenced by the data

model and among this subset of attributes, some can also affect trust.

The goal is not to assess data quality, but to isolate the role of the data model in the quality

perception. To do this, we examine data model reliability by starting at the database system

level. We assume that from a user perspective, repeated acquisition of high quality data

from the database system will instill in the user a feeling of reliability. Thus, the data model

may be considered by the user to be reliable, if the database constructed from the data

model is capable of preserving and representing data quality. Thus, data quality attributes

act as a type of proxy for data model reliability. From Wang and Strong [23], the relevant

data quality attributes are completeness, integrity, credibility, consistency, and timeliness.

We define data model reliability as the data model’s capacity to preserve and represent data

quality. If we assume that data persisted in a database is of high quality, a reliable data

model:

– allows the preservation of the initial data quality after multiple transactions and

– structures data such that its quality can be perceived by the database user.

6.2.1 Relation Between Data Quality Attributes and Reliable Data
Model

In the following, we assume the data quality attributes may be used as a proxy for data

model reliability, and thus related to the user’s trust in the data model.

6.2.1.1 Completeness

Completeness is a context-dependent data quality attribute that refers to the extent to which

data are of sufficient breadth, depth and scope for the task at hand [23].

A data model can influence one’s perception of lack of coverage or precision of the data.

In addition, a data model can lead to a loss of data completeness or make the data appear

incomplete.

The following cases are examples where a data model (relational model) brings a percep-

tion of lack of coverage or precision to the data.

1. If there are too many attributes (columns) for a given relation (table).

2. If the data model granularity differs from the granularity of the source collection

output.

3. If there are not enough relations to map the source output.

The first case leads to the perception of a lack of data. If there are too many attributes for a

given relation, the data may appear sparse (e.g., lots of null values). For instance, consider
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a database system that persists the output of a data collection process. Suppose that a given

data item is reported only very occasionally by a source and was identified as not critical

for the system users. Including this data item in a many-attribute table may result in the

appearance of incompleteness. More refinement to the data model would likely alleviate

this issue (i.e., null tracking in the data model is a common technique).

The second case can lead to the perception of a lack of precision. Here granularity of data

refers to the fitness with which data fields are sub-divided. The situation where multiple

data items from the collection output are merged into a single attribute in the database is a

common illustration of that case.

Finally, the third case can lead to the perception of a lack of coverage. Indeed, having all

data in a very restricted number of tables (big tables with many columns) may give the

impression that the model is not rich enough to include all data from the source output.

6.2.1.2 Integrity

There are many definitions of data integrity, some including completeness. For the sake of

this study, we use the BusinessDictionary.com [24] definition:

Data Integrity: The accuracy and consistency of stored data, indicated by an

absence of any alteration in data between two updates of a data record. Data

integrity is imposed within a database at its design stage using standard rules

and procedures, and is maintained using error checking and validation rou-

tines.

Data integrity is mainly achieved by preventing accidental, deliberate, or unauthorized

insertion, modification, or destruction of data. Some of the techniques used are: a locking

mechanism, safe transactions, and backups. Other data integrity functionalities include the

implementation of integrity rules, triggers and stored procedures.

Just by examining the data model used to build a database, an experienced user can de-

termine if there is a risk of data integrity deterioration. Indeed, a properly normalized

relational database allows for:

– the efficient use of storage space

– the elimination of redundant data

– the minimization of inconsistent data

– the reduction in database maintenance overhead

Normalization is the process of efficiently organizing the data in a database. It encompasses

a set of best practices designed to eliminate the duplication of data, which in turn prevents

data manipulation anomalies and loss of data integrity.

Without going further into database normalization (normalization technicalities are out of

the current scope), we can state that an experienced user can make a judgment about data
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integrity by examining the data model and data quality deterioration. This is true, however,

only for an experienced database user (i.e., a scientist). A typical operator will observe

integrity deterioration but will not necessarily associate it with the data model.

6.2.1.3 Credibility

Data credibility or believability is the extent to which data are accepted or regarded as

true, real, and credible [23]. A data model can structure data such that its credibility can

be perceived by the database user. The common way to do so is to introduce metadata.

Metadata can be used to describe:
– data quality, and

– data provenance.

Quality Metrics: Metadata can be used to qualify the information contained

in the database. Quality metrics are based on the context and the in-

formation available about each piece of data. For instance, it can be

related to the collection process reputation (including the reputation of

all sources involved). These metrics have to be defined in collaboration

with users, because the metadata is intended to inform the users about

data credibility.

Since reputation is not always known and is most of the time subjec-

tive (to context and user’s background), a crucial factor in credibility is

provenance.

Provenance: The provenance of a piece of data is the process that led to

that piece of data [25]. Here process includes the identity of all sources

that collected that piece of information and all manipulations performed

on the information (e.g., time of collection, name of expert, measure-

ment protocol, apparatus description, unit change, rounding, combina-

tions with other data, etc.). For this study, we consider the concepts of

provenance and lineage as being the same.

Understanding the provenance of data is important for understanding

the quality of data. For many scientific domains, including MSA, new

databases are often created to support the data analysis needs of domain-

specific scientists. Data that is collected from other sources is often

cleansed and reformatted before it is compiled into the new database.

Very often, the newly created database will also contain new analysis or

results that are derived by scientists. By associating old and new data to-

gether in the new database, an integrated perspective is provided to users

[26].

Provenance is studied for different purposes and contexts: web and linked

data, Service Oriented Architecture (SOA) and web architectures, data
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delivery and security, databases, etc. Provenance was identified as a crit-

ical factor of user’s trust in semantic web data. The World Wide Web

Consortium (W3C) created the Provenance Incubator Group in 2005 to

provide a state of the art understanding and to develop a road map in

the area of provenance for semantic web technologies, development, and

possible standardization (see [27] for the group reports and additional

references).

We consider provenance and trust to be linked, because provenance pro-

vides the information that helps users track the reputation of the sources

involved in the process. For provenance in large distributed architectures,

the work of Moreau et al. [25] is a good starting point and see Ceolin et

al. [28] for an example of such system provenance in a MSA context. In

our context of trust in a database system, the purpose of provenance is

to ultimately convince the user of the quality of the data contained in a

database.

The provenance of a piece of data is to be represented in a database

system by some suitable documentation of the process that led to the

data in the form of contextual metadata [25]. Therefore a database can

be structured such that data provenance is also represented and persisted.

Metadata included in the database is the common solution at the data

model level. An example is the ISO 19115 process that provides the

structure for gathering the metadata of geospatial data items.

Structuring data such that provenance information is omitted or not well

described can affect the data quality perception (more precisely its cred-

ibility) and thus one’s trust in it. At the simplest level, a data model must

at least indicate if data is raw or processed.

6.2.1.4 Representational Consistency

Representational consistency is the extent to which data are presented in the same format,

are compatible with previous data [23], including data types and units. The use of standards

is a common way to assess this issue. Representational consistency is a quality attribute

that is directly linked to the data model.

If data transformations are performed, they should be done, when it is possible, according

to community standards. For instance, it is expected that gross tonnage is computed (or re-

ported) using the standard formula provided in Regulation 3, Annex 1, of The International

Convention on Tonnage Measurement of Ships, 1969 6.

This aspect also applies to unit and type transformation (e.g., string to date object) and

specification (e.g., metres or feet).

6. http://www.admiraltylawguide.com/conven/tonnage1969.html
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Representational consistency is of special concern for operators. Since they base their

decisions on database content, and sometimes in a stressed environment, data must be

presented in the format familiar to the operator.

6.2.1.5 Timeliness

Timeliness is the extent to which the age of the data is appropriate for the task at hand [23].

A data model may or may not include time information. Depending on the tasks and data

(e.g. static or dynamic data), time may be used as an indicator of quality for the data in the

context of the task and the present time. Structuring the data such that age (i.e., elapsed

time) is omitted or not clearly evident, would impact the user’s perception of data quality.

Data may not appear as sufficiently timely for the task at hand.

6.2.2 Reliability Evaluation

Here we considered data quality attributes as a type of proxy for data model reliability, and

thus the evaluation was based on the data model’s ability to preserve and represent the data

quality attributes. These attribute are considered useful in assessing reliability of a data

model.

Summary: reliability will be used to assess a data model using the proxy of

data quality attributes.

6.3 Robustness and Data Model
Robustness is described as the systems ability to perform under a variety of circumstances.

This is important in a military domain where factors such as the available bandwidth or

available data may affect system performance.

Robustness is associated with the dynamic components of a system such as data collection

and delivery [3]. It qualifies performance, which cannot be related to static components

such as the data or the structure.

Summary: robustness will not be used to assess a data model.

6.4 Familiarity of a Data Model
Familiarity refers to the pre-existing knowledge that the user possesses before actually

encountering the data model. It is something that is perceived instantaneously, almost

at first sight. Indeed, familiarity is based on the user’s past experiences and education.
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Therefore, familiarity will be one of the first components to instill in the user a feeling of

trust.

The data model represents the complete information requirement for the area being mod-

eled, from the user’s perspective. Since the user is always part of a community/industry, us-

ing community naming conventions or at least a common community vocabulary to model

data is a way to represent the user’s perspective.

Structuring data using a common community taxonomy is also a way to link the data model

to the user’s pre-existing knowledge. For instance, in the tank example given in section 2.6,

the army person might be familiar with the concept of a tank object classified as an armored

fighting vehicle that is a piece of equipment that is a piece of material (e.g., the JC3IEDM

structure).

6.4.1 Familiarity Evaluation

Familiarity is described as the adherence of the data model to the procedures, terms and

cultural norms of the user. Familiarity is evaluated by determining to what extent the data

model uses vocabulary and taxonomy common to the user’s community. Familiarity is

fulfilled by using industry/community standards.

Summary: familiarity will be used to assess a data model.

6.5 Data Model Understandability
For a data model, understandability is different from familiarity. A data model could be

developed using a vocabulary very familiar to the user but may not be understandable in

terms of its structure.

Research has been conducted on defining and testing understandability metrics for a

database. Metrics will differ depending on the database model selected to conduct the

study: dimensional, object-relational, etc. However, in all cases, the valid metrics quantify

the model complexity. Moreover, the documentation used to describe the data model plays

a significant role in understanding.

6.5.1 Factors Affecting Data Model Understandability

The main factors affecting understandability of a data model are:

– structure, and

– documentation.
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6.5.1.1 Structure

McGee [29] identified three properties of data models that enhance their ability to be

learned and understood:

Simplicity: Refers to the number of structure types (e.g., tuples and relations) and the

number of rules that govern the assembly of those structure types.

Elegance: Describes the ability to create the model using the smallest number of structure

types.

Picturability: Degree to which the model lends itself to a visual representation.

These properties are directly related to complexity. Most of the literature on data model

understandability postulates or demonstrates the link between complexity and understand-

ability. The more complex a data structure is, the more user effort will be required to create

a mental model of it, which may impact their ability to understand it. Serrano et al. [30]

illustrated this relation as in Figure 6. Several metrics were developed for different kinds of

data models (e.g., normalized, dimensional, and object-relational) and levels (conceptual,

logical and physical). For a general overview of metrics to quantify the complexity aspects

of a conceptual data model, see Genero and Piattini [31].

Figure 6: Relationship between structural properties and understandability.

From a system theory point of view, a system is called complex if it is composed of many

different types of elements, with different types of dynamically changing relationships be-

tween them [32]. Therefore, the complexity of a data model could be highly influenced

by the different elements that compose it, such as entities, attributes, relationships, gener-

alization, etc. It is, however, impossible to get one value that captures all the complexity

factors of a data model [33]. However, a rough estimate of the number of entities plus

the number of relationships (for an Entity-Relationship (ER) representation) was found to

be a simple and useful data model complexity metric [34]. This can be used for choosing

between alternative model choices.

6.5.1.2 Documentation

As for any kind of software, documentation plays a crucial role in understanding. Docu-

mentation is not part of the data model, but it can be developed to support the data model.
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In fact, documentation is a recognized part of software engineering. Documentation can

take several forms: entity-relationships models, semantic models, graphical model, or plain

text.

Proper documentation presents information in a manner that is easy for the reader to ab-

sorb, understand, and act upon. Its goal is to improve performance by educating users and

decision makers on system capabilities or process step details. The breath and depth of the

documentation produced thus depends on the audience. For someone who just uses data,

like an operator, the documentation does not need to be as detailed as would the documen-

tation for a scientist. The latter needs a deeper understanding of the data model to maintain

or integrate the data held within the database that is created from the model. For instance, a

conceptual model diagram may be sufficient for the operator and management team, while

the logical and physical models may be required for the scientist.

Complete documentation for a relational database usually includes:

Requirements: User characteristics, objectives, problem statements, performance and se-

curity requirements.

Conceptual model: Description of entities and relationships.

Logical model: Entities, attributes, relationships, and associated descriptive comments.

The comments should incorporate user community (business) names for the content

of the model.

Physical model: Tables, columns, keys, data types, validation rules, database triggers,

stored procedures, domains, and access constraints. It uses names limited by the

DBMS and any company-defined standards.

Documentation that deals with the representation of the data model (i.e., the way the data

model is communicated to the user) also plays a role in understandability. In the case of a

relational database, Juhn and Naumann [35] found that graphical representations (a seman-

tic model such as the ER model) are associated with higher levels of comprehension than

tabular representations. In addition, Nordbotten and Crosby [36] concluded that graphical

representations with simpler graphic styles (as opposed to sophisticated) are easier to un-

derstand. However, as mentioned by Moody [37], several researchers have noted the ER

model’s inability to cope with complexity. For large data models 7, complexity quickly

becomes overwhelming. As a result, data models become very difficult for people, partic-

ularly non-technical users, to understand. See Moody [39] for an evaluation of alternative

models for large databases. Finally, Delucia et al. [40] compared Unified Modelling Lan-

guage (UML) class diagrams and ER and found that UML class diagrams significantly

improve the comprehension level achieved by subjects.

7. Surveys of practice show that application data models consist of an average of 95 entities, while enter-

prise data models consist of an average of 536 entities [38].
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Regardless of the type of documentation selected, good documentation can compensate, or

at least lower, the impact of complexity on understanding. The more complex the model

is, the more detailed the documentation should be.

6.5.2 Understandability Evaluation

Understandability is how the user perceives their comprehension of the data model. If the

user feels they comprehend the rules that the data obey, and how the data described by the

data model can help them, then understandability is reached.

User’s understandability is experimentally measured with:

Comprehension: the ability to answer questions about the data model (speed, correct-

ness).

Verification: the ability to identify discrepancies between the data model and a set of user

requirements in textual form.

The following guidelines are suggested when dealing with the user’s comprehension of a

data model.

1. Documentation including the elements mentioned in the list above (see 6.5.1.2).

2. Data model capturing all the complexity of the problem with a minimum number of

entities plus relationships.

Metrics proposed in the mentioned literature (see discussion in 6.5.1.1) can also be used to

quantify complexity and thus estimate the impact on understandability.

Summary: understandability will be used to assess a data model.

6.6 Explication of Intention for a Data Model
Kelly et al. [4] places explication of intention as a sibling under understanding, while others

consider them independent. Sheridan [5] made the following distinction: with explication

of intention, intentions of future actions are specified outright by built-in computer-based

decision, control, and automation systems; with understanding, future actions must be in-

ferred from a deeper understanding of how the system works.

Explication of intention seems to imply that automation is specifically charged with a re-

sponsibility to provide information about its inner workings. Thinking about automation

as having intention seems to have less meaning when thinking about simpler forms of au-

tomation [1].

Consequently, explication of intention is something that the system provides, while under-

standability can also refer to the state of the system.
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Summary: Explication of intention will not be used to assess a data model.

6.7 Usefulness of a Data Model
This is how helpful the data model is to the user. Trust will not likely be assessed by the

user, if the data model is considered useless by the user. Assuming the data contained in

the database created from the model is useful to the user, its structure (i.e., the data model)

can be considered useful or not.

Usefulness can be broken down into the following lower level attributes:

– relevance

– reusability

– flexibility

– cost of knowledge acquisition

6.7.1 Relevance

Data model relevance is the extent to which it is applicable and helpful for the task at hand

(adaptation from data relevance in [23]).

The data persisted in a database provides a solution to a given problem. The data model

represents the solution domain corresponding to the problem domain. The danger is the

development of a solution domain (i.e., the data model) that does not correspond to the

user’s problem domain. This may occur, if for instance, the data model corresponds to the

developer’s perception of the user’s problem domain. Indeed, designers attempt to concep-

tualize the problem domain into a suitable physical model subjective to many performance

constraints [41]. The resulting data model can be useless to the user, even if the initial

collected data was identified as helpful for the task at hand.

It is difficult to design a relevant database (with high semantic value) without significant

domain knowledge and experience [41]. The key is to identify the users and involve them,

if possible, in the modelling process. If it is not possible, one must find other ways of

engaging the user community.

6.7.2 Reusability

Reusability is the extent to which the model allows data to be used for purposes beyond

those for which the data was initially collected. Reusability includes the ease of model

integration into a broader system. If the Database (DB) is built upon a common data model,

interfacing will be easier 8. This aspect is usually not a concern for operators.

8. Interfacing can account for between 25-70% of the cost of current systems [14].
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Reusability can be estimated using Moody’s metrics for integration [34]:

– Number of data conflicts with corporate data model

– Number of data conflicts with existing systems

– Number of data items duplicated in existing systems or projects

– Rating of ability to meet corporate needs

If the user is a scientist who needs to integrate the database system into another system or

reuse it to develop applications, a data model based on community/industry standards (or

at least using the same terminology) will be seen as reusable. Moreover, it is more difficult

to identify potential of reuse for a data model that is not designed using data modelling

standards.

6.7.3 Flexibility

Flexibility is defined as the ease with which the data model can cope with business and/or

regulatory change [34]. A data model is useful if the user can extend it easily with new

items and relations, i.e. if the data model is capable of evolving.

Flexibility can be estimated using Moody’s metrics [34]:

– Number of data model elements that are subject to change

– Probability adjusted cost of change

– Strategic impact of change

Flexibility is realized when generic data model items are truly generic. For example, a

transportation type object in a data model should be capable of defining ships, planes,

cars, etc. If the object is not generic, then the more obscure modes of transportation that

were not thought of by the designer, will not fit with the existing model. In the case of the

transportation type, one could ask if the model could evolve to include such objects as a

segway.

6.7.4 Cost of Knowledge Acquisition

Russell et al. [42] introduced cost of knowledge with the following observation:

In a world of abundant information, but scarce time, the fundamental informa-

tion access task is not finding information, but the optimal use of a person’s

scarce time in gaining information.

The same authors investigated the cost of knowledge in cases where the user was seeking

information in what they call a direct walk of an information structure. They define a

direct walk to be a task in which a user navigates from a starting point to a goal point in

an information structure by a series of mouse points or other direct-manipulation methods

[43]. The longer the walk, the higher the cost of acquisition.
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This concept of direct walk can be applied to data stored in a database. If it requires

multiple steps (i.e., combination of queries) to access the information that is important for

the user, then the structure induces a high cost of acquisition for the given required piece

of information. Conversely, if that same piece of information requires small efforts and a

limited time to get, then the cost is low.

A data model structured such that the information important to the user is not straightfor-

ward to acquire, may seem less useful to that user.

6.7.5 Usefulness Evaluation

A data model is considered useful if

1. it maps to the solution of the user’s problem;

2. it is easily reusable in other contexts;

3. the data model can evolve;

4. the data is easily reachable.

Items 1 and 4 are more important for operators. Items 2 and 4 are of interest for scientists.

Due to associated costs, items 2, 3 and 4 are of special concern to business management.

Following data modelling best practices and standards is a safe way to produce a useful data

model. Figure 7, from [14], covers usefulness components described in this section with

their consequences and interactions. As illustrated, insufficient data modelling standards

impact data model usefulness.

Summary: usefulness will be used to assess a data model.

6.8 Competence and Data Model
Competence qualifies the interaction with other components. This is related to the dynamic

aspects of a system. Since a data model is an inert aspect of the system [3], competence

cannot be used to assess the model.

Summary: competence will not be used to assess a data model.

6.9 Self-Confidence and a Data Model
A user has a level of self-confidence in their ability to interact with a system and to ef-

ficiently perform the functions provided by a system. Since the data model is inert and
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Figure 7: Relation between data model standards and usefulness components.

does not offer functionalities to interact with, the process of building self-confidence dif-

fers from the case of a dynamic automated system. The ability of a user to interact with a

data model (i.e., get the information required) depends on their understanding of the data

model. Therefore, this extension of self-confidence to a data model is strongly linked to

the understanding one has in the model. For that reason and the fact that self-confidence is

related to system functionalities, we will not use self-confidence to asses a data model.

Summary: self-confidence will not be used to assess a data model.

6.10 Reputation of a Data Model
The reputation of a data model is really the reputation of the creator, development team,

or maker of the data model. Reputation of the maker can influence the user’s initial level

of trust. However, we expect the impact is relatively small. This expectation is due to the

human focus on the product (i.e., the data model itself), with the reputation of the maker

playing a smaller role as compared to the product.

If the user has knowledge of other’s past experiences with the maker, then the reputation of

the maker will influence the user’s initial level of trust. The importance of reputation may

decrease as direct user experience increases, or alternately may act to solidify the users

preconceptions. Thus, we expect reputation to have an initial importance, but for this level

to decrease with experience gained by the user. Reputation of the data model designer is

more like an initial indicator, rather than a long term influence.
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6.10.1 Reputation Evaluation

Data model reputation is evaluated by considering the presence of opinions about the maker

and the model in the user’s community. Reputation is based on the opinions of others and is

much less personal as compared to direct user experiences. In cases where the data model

cannot be evaluated or is unknown, it is likely that reputation has no effect on a user’s trust

of the data model. However, the expression of other’s experiences is gaining importance. A

recent study [44] indicates how social media may be changing the importance of personal

past experiences compared to the opinions expressed by others. In particular, the study

indicates that peer-review within the social media framework, improves the quality of a

product (specifically, improves data quality). This finding indicates how social media is

influencing our opinions.

The use of community standards for data modelling will contribute to the data model’s

reputation. Depending on the standard used, it can affect positively or negatively the trust a

user places in the data model. Each data model standard claims to address similar require-

ments, but in some sense better than the others. Each development team considers their

particular model to be better suited to the requirements [12]. These conflicting claims of-

ten contribute to development team and data model reputation and can influence the user’s

trust.

Summary: reputation will be used to assess a data model.
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7 Relationship Between Trust in a Database
and its Model

In section 4, we described the main factors influencing trust in a database system: users,

data, delivery, etc. In section 6, we isolated the data model and used the trust components

to assess a data model. By doing so, it was found that the following trust components could

be used to assess a data model (not in order of importance):

Reliability: The data model’s capacity to preserve and represent data quality.

Familiarity: The adherence of the data model to the procedures, terms, and cultural norms

of the user.

Understandability: The extent to which the user perceives (in a positive way) their com-

prehension of the data model.

Usefulness: The extent to which the data model is helpful to the user.

Reputation: The reputation of the data model creator or development team.

We consider these five components as capturing the concept of trust in a data model.

The remainder of this section is organized as follows: section 7.1 describes the relative

importance of these trust components; section 7.2 discusses the influence of the data model

on the level of trust in a database and its data; and section 7.3 concludes by validating the

hypothesis.

7.1 Relative Importance of Trust Components to
Assess a Data Model

The only way to truly determine the relative importance of trust components is by experi-

mentation with subjects. However, an acceptable alternative is to tentatively order compo-

nents based on previous studies (although no documentation explicitly addressing the topic

of trust applied to a data model was found). This is the approach presented here.

Several conclusions were made about trust components in the domain of trust in automa-

tion. The most recurrent results claim that competence and reliability play the major roles

for building trust in automation. The widely cited work of Muir et al.[45, 46], found evi-

dence that system competence best captured the concept of trust in a system. However, as

mentioned in section 6.8, competence cannot be used to assess a data model. Competence

qualifies the system’s interaction with components and its aptitude to perform its tasks,

which are related to the dynamic aspects of a system. This underlines the fact that research
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results related to trust in automation cannot always be applied to data models. These re-

sults usually describe the trust building process in systems with a high level of automation,

which is not the case of data models nor database systems.

As mentioned by Adams et al. [1], research indicates that reliability is a strong predictor of

trust. Moreover, Miller et al. [47] recently showed evidence that consistency 9 is a valuable

and important component to evaluate the level of trust a human has in an automated deci-

sion system. Consistency and reliability are closely related as reliability means repeated

and consistent functioning.

In the information technology domain, the most cited trust factors for information systems

are credibility, security and reliability. The aptitudes to provide credible information and

to convince the user of this credibility are major topics of research. In our reliability def-

inition, the capability to represent data credibility was identified as one aspect of a data

model’s reliability.

We defined data model reliability as the models ability to preserve and represent data qual-

ity. Since data plays a central role in the trust a user places in a database system, reliability

of the model is crucial. For that reason, combined with the other evidence provided above,

reliability appears to be the most important component.

Understandability is widely recognized as a very important factor for building trust in au-

tomation. It is also well known that users must understand the functionality of the automa-

tion, and its limitations. However, a processing component is very different from a data

model. In the first case, the focus is on the functioning of the process and any associ-

ated limitations: What does it do and to what extent? In the latter case, the focus is on a

structure, and data organization: What does it represent and how?

For a data model, usefulness and understandability are related. It is almost impossible to

find a data model useful if it cannot be understood. On the other hand, it is possible to

understand the structure of a database and decide that it is not useful, i.e. that it would be

difficult to maintain or reuse. For that reason, it seems reasonable to place understanding

before usefulness.

Familiarity definitively helps understanding a data model, but this is not sufficient. For that

reason, familiarity comes after understandability and thus usefulness.

Finally, although in the data collection process reputation is important, reputation of the

data model maker is less important. See 6.10, for more details about the role of reputation

in building trust in a data model.

However, it is not clear which one, familiarity or reputation, is more important for trust. If

9. Automation ability to be consistent in performance, ability to produce similar outcomes for identical

tasks.
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the data model maker’s reputation is unknown, familiarity will become more important to

build trust. On the other hand, if the user is aware of the designer’s reputation, familiarity

may become less important in terms of trust. In addition, both are perceived instanta-

neously because they are directly related to the user’s past experience. As the user gains

experience with the model, these two components become less important. For all of these

reasons, familiarity and reputation are placed on the same level.

This exercise leads to the following ordered classification of trust components to assess a

data model:

1. Reliability

2. Understandability

3. Usefulness

4. Familiarity and Reputation.

Further investigations, in particular empirical ones, would be required to validate that these

trust components are significantly important (with that order) for users (both operators and

scientists) when assessing their trust in a data model.

7.2 Data Model Influence on Trust in a Database
System

It was shown that it is theoretically possible to trust a data model. Now the natural question

is: does it influence the overall level of trust in a database system?

To tentatively answer this question, we need to go back to the observation made in section

4:

Trust in data � Trust in database

Trust in the data is not sufficient to produce trust in the database system containing that

data. Data delivery, processing components, data collection, data model and user’s context

need to be considered when it comes to trust in a database system (see Figure 5). The

relative importance of these components is difficult to assess: it depends on the type of user

(including their background, self-confidence and the task at hand) and the importance each

component plays in the whole system. In any case, when it comes to trusting a database

system, there is no doubt that data plays a central role.

It would be wrong to say that the data model has no influence on trust in a database system.

To show this, let us consider the opposite proposition: data model does not influence the
level of trust in a database system and use the scenario presented in section 5.
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Suppose a database was developed to persist the information collected by a highly trusted

data collection and that the information is required to perform MSA specific tasks. More-

over, let us assume that the data delivery process is trustworthy.

Now suppose that the data model is designed such that initial data quality will deteriorate

over time, or that it is difficult to maintain, too complex, or containing non-familiar vo-

cabulary. Based on the arguments presented in this document, the data model will not be

trusted by users. However, can someone trust the database built upon this model to perform

its activities? It seems reasonable to say that trust in this database system will be negatively

affected, even when the database is filled with pertinent and high quality data.

This example illustrates that a data model does play a role in the level of trust a user

places in a database system. It is therefore important to bring a nuance on that affirmation.

As mentioned before, without trust in data there cannot be trust in the database system

containing it. Therefore, a data model can be viewed as a multiplication factor: it can

increase or decrease the level of trust in the database. If there is no trust in the data, no

data model, as good and trustworthy as it can be, can make the whole database system

trustworthy.

7.3 Hypothesis Validity
Considering the theoretical arguments presented in this document, the initial hypothesis

appears valid. When standards and best practices are applied to the data modelling exercise,

elements of reliability, familiarity, understandability, usefulness and reputation appear to

be satisfied. Since these elements are also trust components, it is reasonable to conclude

that a database system built upon a data model utilizing standards and data modelling best

practices would be more trusted by the community utilizing the data contained within the

database.
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8 Use-Case with the National Information
Exchange Model for the Maritime Domain

This section analyzes the NIEM-Maritime data model from a trust perspective, using the

pertinent trust components to evaluate the model. Being an international maritime data

model built to facilitate data exchange, the NIEM-Maritime follows best practices and stan-

dard design principles. The purpose of this exercise is to assess the data model in terms of

the trust components identified as being important to data modelling. If NIEM-Maritime is

found to score high on the trust components, then this would mean that using that particular

data model to build a database would increase the level of trust in the database.

Section 8.1 provides the NIEM-Maritime history and scope. Sections 8.2 to 8.6 evaluate

NIEM-Maritime with the trust components and section 8.7 concludes the exercise.

8.1 Background
NIEM-Maritime is the result of several efforts to create a common data model for maritime

information exchange across agencies. The NIEM-Maritime is an integration of MIEM,

as the maritime extension to NIEM, and Universal Core data model (UCore) products and

services.

Subsections 8.1.1 to 8.1.3 describe each of these initiatives while 8.1.4 focuses on NIEM-

Maritime technical aspects in order to scope the current trust assessment exercise.

8.1.1 MIEM

The MIEM was created in 2006 as part of the Comprehensive Maritime Awareness (CMA)

Joint Capability Technology Demonstration 10 sponsored by the US Navy and the Depart-

ment of Defense. MIEM provides a semantic model, embodied in an eXtensible Markup

Language (XML) schema, for tracking people, cargo, vessels, and facilities, as well as rela-

tionships among them including threats, anomalies, and other events. The CMA developed

the model in collaboration with the Maritime Domain Awareness (MDA) community of

interest. As a result, the MIEM meets maritime specific information sharing requirements

identified by the MDA inter-agency Data Sharing Community of Interest (COI).

10. The vision is to share maritime shipping information and tracks throughout the world to deter use

of commercial maritime shipping for terrorism, weapons proliferation, drugs, piracy, and human trafficking

[48].
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8.1.2 NIEM

The NIEM 11 represents a collaborative partnership of US agencies and organizations across

all levels of government (federal, state, tribal, and local) and with the private sector. It is

designed to develop, disseminate and support enterprise-wide information exchange stan-

dards and processes that can enable jurisdictions to effectively share critical information in

emergency situations, as well as support the day-to-day operations of agencies throughout

the nation.

The NIEM reference model includes two categories of reusable components: core com-

ponents and domain-specific components. These components are illustrated in Figure 8

which can be found in [49]. The core component is in the middle with domain-specific

components surrounding it. The core component may be considered a universal or common

component. Domain-specific components are understood and managed by a specific COI.

Domain-specific components can extend core components and must conform to the NIEM

naming and design rules. Domains include a cohesive group of subject matter-experts to

ensure some level of authority within the domains they represent, and participate in the

processes related to harmonizing conflicts and resolving data component ambiguities. The

NIEM version 1.0 was released in 2006.

Figure 8: NIEM Core and Domains components.

The Department of the Navy and the DoD Executive Agent for MDA worked with the

NIEM Program to transition the MIEM into NIEM as its Maritime domain component

11. http://www.niem.gov/
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(in Figure 8). The resulting version 2.1 of the augmented NIEM including the maritime

component was released in September 2009. That is why MIEM is now referred as NIEM-

Maritime or simply NIEM. For this document, NIEM-Maritime is preferred.

Recently, the law enforcement and public safety sector in Canada has shown interest in

adopting NIEM [50]. Proof of concept investigations are currently being performed by the

law enforcement and public safety sectors [51]. Results are recommending NIEM adoption

and suggest promotion of NIEM across broader public safety communities [52].

8.1.3 UCore

UCore is a US government project to facilitate sharing of intelligence and related digi-

tal content across US government systems. It consists of a vocabulary of commonly ex-

changed concepts, XML representation of the concepts, extension rules to allow tailoring

to specific mission areas, security marking to permit controlled access, and a messaging

framework to package and unpackage the content consistently.

UCore version 1.0 was released in 2007 and its focus was to share information between

DoD and the Intelligence Community. Version 2.0, released in 2008, was expanded to in-

clude the Department of Homeland Security and the Department of Justice. Consequently,

it has been designed to be interoperable with NIEM. In addition, the NIEM program has

committed to ensuring that NIEM will be compatible with UCore.

8.1.4 NIEM-Maritime

The relationships between the maritime domain, NIEM, and UCore models are illustrated

in Figure 9 from [53]. The MDA vocabulary is an integration of MIEM, as the maritime ex-

tension to NIEM, and UCore products and services. Each of these reference models started

independently but they are now aligning as complementary initiatives with complementary

models.

8.1.4.1 Schema

NIEM-Maritime is realized as a XML Schema Description (XSD) file 12. XSD is a lan-

guage for constructing data structure specifications, or schemas. XSD is recommended

by W3C for describing the rules to which an XML document must conform in order to

be considered valid according to that schema. XSD is also used as a formal definition of

Web Services Description Language (WSDL) grammar used to describe SOAP-type web

services.

12. The NIEM-maritime XSD file can be downloaded from http://niem.gov/niem/domains/
maritime/2.1/maritime.xsd.
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Figure 9: Relation between NIEM, UCore and Maritime domain.

XSD files are mainly composed of element and attribute declarations and complex and

simple type definitions. The XSD data model includes:

– the vocabulary including element and attribute names, and possibly controlled vocabu-

laries for content (see Isenor and Spears [54])

– the content model (relationships, structure and documentation)

– the data types.

For example, Figure 10 is a graphical representation of an excerpt of the NIEM-Maritime

schema. The element Anomaly can take values of complex type AnomalyType, which is

composed of 5 elements of different types (simple and complex).

Figure 10: Anomaly element and data types in NIEM-Maritime.
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8.1.4.2 Purpose

NIEM-Maritime is a data model for maritime information exchange. It is important to note

that the purpose of it is to exchange maritime information between agencies (e.g., depart-

ments, enterprises, etc.). Agencies do not need to operate the same information systems or

adopt the same standards and coding schemes for data collection or persisting. Neverthe-

less, there must be common understanding and semantic consistency in the structure of the

data that crosses agency lines if it is to be successfully utilized by the receiving agency.

As noted previously, NIEM-Maritime exists as an XSD file and is therefore not technically

a database nor a relational model. Agencies might elect to incorporate NIEM data defi-

nitions into new database designs, but this is not required for NIEM conformance. This

distinction has to be clearly established, since the goal of this study is to understand the

impact of the data model on the level of trust in a database.

8.1.4.3 Data Persistence and Database Architecture

For someone interested in persisting maritime data in a database designed with NIEM-

Maritime, there are two choices: create a database by mapping the XSD to a relational

model or use native XML databases.

It is worth mentioning that creating a relational model from a hierarchical model like

NIEM-Maritime is not a straightforward operation. We can observe the same kind of mis-

match that may appear between object-oriented programming and a relational database

model [55]. That being said, it is technically possible to create a relational model from

an XSD file. Tools such as Altova XMLSpy 13 allow the generation of relational database

structures from XSD, connection to a relational database, generation of an XSD based on a

relational database, and the import and export of data based on database structures. XML-

Spy also offers support for NIEM schemas. In any case, the NIEM-Maritime vocabulary,

relationships, structure, documentation and types would be preserved, if possible, in the

resulting database design.

A native XML DB is a non-relational database storing XML documents in an optimized

way and provides XQuery technology 14 and a thin layer of document repository function-

ality. This kind of database avoids the burden of converting data to XML and vice-versa for

export and persistence. Therefore, this type of DB is a good option for persisting standards-

compliant XML data, such as NIEM. Consult [56] for a list of XML DB vendors.

The answer to the question which one (relational or XML DB) is better depends on the

use context. A native XML database is less common than a classical relational database,

13. http://www.altova.com/xmlspy.html
14. The XQuery API for Java is currently under development under the Java Community Process. It allows

a Java program to connect to XML data sources, prepare and issue XQueries, and process the results as XML.
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and using it may have an impact on trust. Scientists are more susceptible to impact by this

choice as compared to the operators, especially those scientists who are reluctant to adopt

new technologies. Maintenance may require extra training but could be an investment on

the medium to long term.

Note that there is also a third option, which can be seen as a compromise between the

two options described above. The third option is an XML-aware classic database. An

XML-aware classic database maps all XML to a traditional database (such as a relational

database), accepting XML as input and rendering XML as output. It allows storing an XML

document, such as a NIEM-Maritime compatible XML file, as a data item in a database.

Some vendors, such as Microsoft SQL Server 15, also provide XQuery support to query

and validate these XML data items. This third option is not considered in the context of

this study because it does not imply a database design based on the NIEM-Maritime (it just

allows the persistence of NIEM-Maritime XML documents).

8.2 Reliability
Data model reliability is defined as its capability to preserve and represent data quality. It

was determined (see Section 6.2.1) that five data quality attributes can be preserved and

reflected by a reliable data model. The following subsections analyze the NIEM-Maritime

data model reliability in terms of these data quality attributes.

8.2.1 Data Completeness

The migration of the MIEM to NIEM involved a team of 30 platform operators (among

others) that initiated a series of 90-day tests. The tests were derived from use-cases ranging

from position reporting to suspicious activity reporting, including those supporting DODs

JC3IEDM data exchange, as well as MIEM (which has now become NIEM-Maritime).

Consequently, the resulting data model was defined within the scope of the use-cases do-

main which may not include all possible situations. In addition, the NIEM-Maritime data

model is still very young and its evolution is based on a spiral approach.

The data model seems to be very detailed in its sub-domains (e.g., anomalies, cargo, cus-

toms, etc.). However, some MDA-related concepts such as vessel sensors, vessel weapons,

communication frequencies, offshore drilling platform, etc., could not be found in the data

model. It is possible these concepts are hidden in other parts of NIEM or NIEM-Maritime

remote standards. For example, Automatic Identification System (AIS) reports, which are

known to be part of the MIEM data model, could not be found in the NIEM-Maritime data

model nor NIEM. It is still unclear if the migration from MIEM to NIEM was incomplete

or if the absence of the AIS reports was a design decision.

15. http://technet.microsoft.com/en-us/sqlserver
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Another example is related to emergency management. Although there is an Emergency

Management module in NIEM 2.1, it is not clear if that domain has been adapted to include

maritime emergencies (e.g., a tsunami).

In this case, we view NIEM-Maritime as being complete or incomplete depending on the

MSA context.

8.2.2 Data Integrity

Data integrity is directly related to the accuracy of the mapping between data and the data

model. If the two are slightly different at a semantic level, it could jeopardize data integrity

in the long run. This could be an issue if, for instance, the data model duplicates data in

different elements. However, such duplication has not been noted in the case of NIEM-

Maritime.

The extent to which a data model preserves data integrity depends also on the DBMS and

thus the database implementation (relational or native XML). In the case where a relational

database is built using the NIEM-Maritime, the resulting model should be normalized.

Since there are few relationships between elements (see sub-section 8.4.1 for details about

this aspect), normalization should not be a challenge.

8.2.3 Data Credibility

The extent to which a data model makes data credibility easily perceivable depends mostly

on the metadata associated with the data, such as provenance and data quality metrics.

NIEM has fairly strong metadata support in its data model, it is reasonable to say that

if used properly, the quality of the data will be readily available to the user via related

metadata content. For example, the data model supports geographical position quality.

Here are some concrete examples of metadata that can be used to assess data quality and

provenance:

QualityValidityCategoryCodeType: A data type for categories that describe the level of

probability that the data is trustworthy.

DateAccuracyIndicatorCodeType: A data type for a subjective assessment that indicates

belief that date content is exact or accurate.

MeasureEstimatedIndicator: True if a measurement has been estimated or guessed; false

otherwise.

The use of such metadata to display provenance and indicate data quality has a positive

effect on trust.
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8.2.4 Data Representational Consistency

This is the extent to which data are presented in the same format and are compatible with

previous data. Since NIEM-Maritime was developed with a team of operators, we can

assume that data representation is consistent in format and with data previously utilized by

operators.

However, it is not clear to what extent NIEM-Maritime representation is compatible with

the Canadian standard representations and formats (e.g., units, processes, hierarchy struc-

ture, standard differences, etc.). This aspect could have an impact on trust for non-US

operators.

8.2.5 Data Timeliness

Time information is primary and is expected, if not as a typical data entry, it should appear

as metadata. The NIEM data model contains 16 all the fields necessary for describing the

metadata timeliness associated with a data entry or a data source.

8.3 Familiarity
The familiarity evaluation (see Section 6.4) is based on the use of a vocabulary common

to the user community. The fact that MIEM was developed with a team of operators,

suggests a certain level of familiarity. However, it is well known that no solution can

please everyone. Although including several end-users in the data model development is

a recommended strategy to build a trustworthy data model (see guidelines in section 9 for

more details), consensus may not be easy to reach when it comes to familiarity. Indeed,

familiarity is related to the user’s background (e.g., education, training, nationality, etc.),

which may differ in a group and across organizations and countries.

In this case, familiarity is partially based on the naming convention used for the schema,

which is moderately technical. In addition, we can assume that MDA scientists and opera-

tors would be quite familiar with the terms used in the data model.

8.4 Understandability
The evaluation of understandability is based on the evaluation presented in Section 6.5.

NIEM-Maritime, and more generally, the overall NIEM structure, is complex. However,

the naming convention used does help with understanding. Complexity issues have been

16. The metadata section is located outside NIEM-Maritime but within NIEM
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identified and since the model is relatively young, improvements are expected. Documenta-

tion could be improved and as usual with XML-based files, good applications are required

to explore and edit the model.

NIEM-Maritime may represent a challenge to learn, especially for users not familiar with

XML, the structure, and naming convention. However, since there are few elements in

the model, the understandability issue is less problematic. In addition, constant efforts are

made to improve documentation that may eventually compensate for the structural com-

plexity.

Overall, understandability is partially mitigated by the naming convention but is still an

issue because of the vertical nature of the NIEM model.

8.4.1 Structure

The NIEM data model is closer to a vertical/linear model as compared to tree-like/2D
model. There are few relations between elements. Consequently, accessing a piece of data

is quite an efficient process. However, the result is that all elements appear be on the same

level and relations between the elements is not obvious. This flattening effect makes the

model less understandable.

The naming convention minimizes this impact by providing an efficient way to describe

elements. Standard use of naming conventions allows users to easily understand and follow

the meaning of NIEM elements while defining the local elements.

Moreover, according to findings of the NIEM focus group meeting held in 2008 [57], NIEM

is still too complex, this impacting negatively on user understanding. There are too many

options/choices (i.e., data elements, etc.). Complexity allows for flexibility but creates a

barrier to adoption and use. In addition, a need to have the capability to superset certain

subsets that have been created was identified. Since the referred document was produced

in 2008, prior to the addition of the maritime domain, it is not clear to what extent it applies

to NIEM-Maritime.

8.4.2 Documentation

Documentation is minimal but what exists is easily accessible 17 and includes an advanced

search capability. Nevertheless, it may be difficult to find some elements when the exact

element name is not known in advance even using the search capability.

Again according to observations of the NIEM focus group meeting held in 2008 [57], there

is a need for improved description of NIEM components. It was identified that contextual

17. Documentation about the NIEM-Maritime can be found at http://www.schemacentral.com/sc/
niem21/s-maritime.xsd.html.
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definitions, extra information about specific use, and more complete definitions, would

be helpful. This is especially true for these elements where present definitions match the

element names.

Note that there is considerable documentation about NIEM (e.g., tutorial, use case, naming

convention guide, etc.) available at the NIEM website, and documentation is expected to

improve in the future.

Moreover, since the NIEM-Maritime is physically represented as an XSD file, there is a

requirement to use XML visualization tools to explore it, and XSD editors to extend and

modify it (e.g., XMLSpy, Eclipse model Development Tool, etc.). Such visualization tools

are available on line at the NIEM web site 18.

8.5 Usefulness
The usefulness evaluation is based on Section 6.7.

NIEM (and NIEM-Maritime) was developed to effectively and efficiently share critical in-

formation across agencies. Data model usefulness is therefore a central concern. However,

NIEM was developed to exchange information, not persist the information. Data model

usefulness requirements may differ depending on the context being either information ex-

change or persistence.

Assuming the data contained in a database is useful for a user, its structure can be con-

sidered useful or not. Usefulness can be broken down into lower level components to

allow measurement for the context of the data model. The following subsections analyze

the components of usefulness for the NIEM-Maritime data model, in the context of data

persistence, using the components of Section 6.7.

8.5.1 Relevance

This data model was developed in close collaboration with the MDA community. Putting

aside some possible incomplete aspects of the data model, all the parts of the data model

core are relevant to the end-user. This is not surprising as the first data model iteration,

which provided the basic core and the scope (custom, cargo, terrorism, justice, etc), was

constructed from use-cases identified in the MDA community. It is understood that the

NIEM will follow a spiral process where the functionalities will be reevaluated and cor-

rected (or added) in the next iterations.

We underline again the fact that NIEM was designed for data exchange and it is understood

that the scientist is responsible for rearranging the transferred data into a database system

relevant to their application.

18. http://tools.niem.gov/niemtools/home.iepd.
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Relevance may not always be a transferable concept, i.e., what is relevant to certain users

in a given context may not be relevant for other users. Some work has to be performed

to make sure that the NIEM-Maritime is relevant for the database system users. However,

chances are good that this model is relevant for a majority of users in a MDA context.

In conclusion, the NIEM data model is usually relevant (within a domain) but it may require

some work/processing from the user in a context other than information exchange.

8.5.2 Reusability

As mentioned before, NIEM-Maritime is closer to a vertical/linear model than a typical

tree-like/2D model. This vertical model has only a few links with other parts of the model

making the elements more independent and therefore, more reusable. The naming con-

vention provides a framework for defining elements, from generic to very precise, thus

providing a spectrum of granularities offering multiple reuse opportunities.

As part of the NIEM structure, the NIEM-Maritime module facilitates sharing information

between different levels of government, which is useful for information sharing related to

operations such as fighting terrorism and drug trafficking. This is not surprising as the

main purpose of the NIEM schema is based on reusability and data exchange. The schema

can be reused in different contexts, assuming the completeness problems mentioned above

(section 8.2.1) do not interfere with the new implementation or could at least be solved by

using data from other NIEM modules.

Overall, NIEM-Maritime satisfies the reusability criteria.

8.5.3 Flexibility

Data model flexibility is defined as the model’s ability to evolve. The following NIEM-

Maritime characteristics make it a flexible data model because they limit the impact of the

modifications resulting from this evolution:

– Few relations between elements.

– Vertical/linear structure.

– Great number of data type options.

On the other hand, the cost of change may vary depending on the usage of the data model

(e.g., data exchange, database system for large or restricted group of users, etc.). As NIEM

(and NIEM-Maritime) is part of a largely used and working standard, the cost could be quite

high in terms of organizing and conducting meetings aimed at following the authorization

process for the modifications.

In addition, one has to consider two different scenarios:
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– Addition of new elements into the data model: may have low impact on databases and

be backward compatible.

– Moving things around in the data model: may result in drastic changes in the database

and jeopardize backward compatibility.

If backward compatibility is not an issue, then it would be safe to say that NIEM-Maritime

is quite flexible. If not, flexibility would be reduced to the ability of the model to easily

add new features.

8.5.4 Cost of Knowledge Acquisition

One of the important aspects of knowledge acquisition is the ratio of retrieval time to ef-

forts needed for extracting a piece of information. If the data model is such that it takes

prolonged time and extra effort to get important information, then the model is considered

not useful. The cost of information acquisition can also be aggravated by a non-efficient

hardware and/or software (Operating System/DBMS).

The cost of knowledge acquisition in this particular case is low due primarily to the fact

that the model structure is close to a vertical/linear structure. Consequently, accessing a

piece of data is quite efficient.

As a result, the low cost of knowledge acquisition for NIEM-Maritime makes it useful,

which has a positive impact on trust.

8.6 Reputation
The reputation evaluation is based on Section 6.10.

The NIEM data model benefits from large recognition in the US, which is spreading to

Canada as well. This reputation is the result of a large multi-disciplinary consultation

process which started with a successful core set.

MIEM was first developed by Rick Hayes-Roth 19 and his team. Their work has been

recognized and resulted in the integration of the MIEM as the authoritative MDA model for

the NIEM, being adopted by both the Navy and Department of Homeland Security (DHS).

This good reputation is also based on the following facts:

– the large and qualified community involvement in the development of NIEM,

– the successful implementation of the data model in a variety of real life applications,

– the fact that the same model can be used in various government departments.

19. http://en.wikipedia.org/wiki/Rick_Hayes-Roth
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However, one has to consider the relatively young age of the model, which still has to

go through the test of time and implementation. As stated before, reputation has more

importance when experience with the data model is still in its infancy.

Therefore, the NIEM data model benefits from an excellent reputation. In Canada, Public

Safety Canada has developed an increasing interest in NIEM. It is thus safe to assume that

NIEM-Maritime reputation would have a positive impact on trust.

8.7 Concluding Remarks Regarding NIEM
Assessment of the NIEM-Maritime data model is summarized in Table 1.

This exercise allows us to conclude that NIEM-Maritime is a data model likely to instill

trust. In addition, from the conclusions drawn in this study, using this data model could

influence positively the level of trust in databases built from it.

However, some aspects of NIEM-Maritime and its use could negatively impact trust in a

database system. The impact depends on the context in which the database system is used:

– The fact that it is designed for data exchange. It is the database development team’s

responsibility to create a proper design (which depends also on the type of database)

based on NIEM-Maritime.

– Use of metadata: should provide the user with the feeling that the data model preserves

data quality.

– Complexity, which impacts understandability and database maintenance.

– Stage of development: NIEM-Maritime domain is at an early stage of deployment and

is expected to evolve in the future.

Other factors concerning the resulting database system should also be considered: type

of users, data collection process, data quality, data delivery, processing, and information

presentation.

This exercise shows that using a good data model standard is a safe way to instill trust,

but other factors must be considered. It is not recommended to only rely on the standard

reputation. Factors identified above are to be considered in order to produce a trustworthy

data model.

To conclude, it is worth mentioning again that data plays the central role in the trust a user

places in a database system. We based our NIEM-Maritime analysis solely on the model,

assuming that the data would be of high quality.
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Trust Components Sub-Components Assessment
Reliability Data Completeness Poor to Good; depends on the MSA

activity

Data Integrity Good; this can be impacted by the

database architecture

Data Credibility Good; if metadata is used properly

Data Representational

Consistency

Good inside US (TBD for Canada)

Data Timeliness Good; if metadata is used properly

Understandability Structure Weak

Documentation Could be improved

Usefulness Relevance Very Good

Reusability Good

Flexibility Good

Cost of Knowledge Ac-

quisition

Excellent

Familiarity Excellent

Reputation Excellent
Table 1: Trust Assessment for NIEM-Maritime. Ordering of the trust components is ac-

cording to relative importance of the components as identified in Section 7.1. Assessment

is made on a scale consisting of Very Poor; Poor; Good; Very Good; Excellent.
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9 Concluding Remarks

This report has dealt with the sub-components of trust, in a thought analysis that assessed

how a data model may be related to these sub-components. The analysis indicates that

reliability, understandability, usefulness, familiarity and reputation are the sub-components

that capture the concept of trust in a data model.

As a means to conclude the analysis, we now link specific data modelling practices and

methods to the trust components. Section 8 provided an assessment of the NIEM data

model in terms of the five trust sub-components and highlighted how the NIEM supports

the specific sub-component, through design practices or implementation. Using these de-

sign practices, we now construct more general statements about what data modelling prac-

tices contribute to the five trust sub-components. This results in general guidelines on how

to construct a data model while taking into account the five trust sub-components. These

guidelines build on the findings from section 8.

Each guideline description is structured as follows:

1. overview of the guideline;

2. trust components covered by the application of the guideline;

3. trade-offs involved in the guideline application.

The relationship between the data modelling practice and the trust sub-component are sum-

marized in Figure 11.

9.1 Apply Data Modelling Standards
As mentioned in section 3.3.2, the types of standards relevant to designing data models

are: standard context, analysis standards, naming standards and standard attribute formats.

Prior to developing the data model, an investigation of all of these types of standards is

recommended.

Standard context represent one of the more contentious choices. Communities are often

divided regarding which model is the best. From a trust perspective, it is recommended to

select a model based on the user’s preference. Scientist users are usually more demanding

regarding database structure. Indeed, part of their job is to maintain and build applica-

tions that utilize the database system. In addition, as seen in section 6, scientific tasks are

linked to more data model requirements that are related to trust components (flexibility,

re-usability, etc.).

In any case, context standards are a priority (over other standards) in terms of trust. Context

standards will improve the perceived reliability, familiarity, understanding and usefulness.

Other standards are more related to reliability. Several studies (see [58] for an overview)
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demonstrate the importance of organizational issues in data modelling as opposed to the

relative unimportance of technical issues. A parallel can be made between this observa-

tion and the importance of context standards relative to other standards. This is why it is

also recommended to communicate and discuss about the selected context standards to the

development team.

Although the priority should be on context standards, other standards must also be applied.

West [14] and [16] provides an overview on the importance of analysis standards.

9.1.1 Related Trust Components

Reliability, Familiarity, Understandability, Usefulness, Reputation.

Figure 11: A color-coded depiction of data modelling practices as related to trust sub-

components that have been identified as important for data model trust development. Lines

indicate the trust sub-component (left panel) that are influenced by the data modelling

practice (right panel).

9.1.2 Trade-Offs

Time and expertise are the major trade-offs. To do things properly, it takes time and ex-

perienced and/or talented developers. Moreover, because there is more than one standard,

there is a need to decide which one to use, which requires meetings and consultations.

Depending on the size and scope of the project, insufficient data modelling standards may

imply high costs (see Figure 7). These engendered costs usually surpass costs to develop

a quality and trustworthy data model. Moreover, even for a small project, applying data

56 DRDC Atlantic CR 2011-107



modelling standards can have great benefits. It will be easier to identify potential of re-use

of the resulting databases.

9.2 Involve Users in the Design Process
Involving users in the data model design process will help to produce a useful, understand-

able, and familiar data model. One of the most often-mentioned data warehouse failure

factors is the lack of user community participation in the development process (see [59]

and [60] for more details).

Including user participation in data modelling means:

1. DB user identification (size of the user group, needs, environments, etc.).

2. Building a competent user/developer team.

3. Scoping the level of user involvement.

Maier [58] proposes an assignment of data modelling responsibility to a selected group of

users. This could be used as a starting point to building and managing the user/developer

team.

9.2.1 Related Trust Components

Usefulness, Understandability, Familiarity.

9.2.2 Trade-Offs

Building a competent user-developer team is difficult. In particular, choosing the right
users is critical. Problems with the assignment of responsibilities can occur especially if the

user/developer team is composed from different organizational departments or institutions.

On this topic (for data warehousing projects), Greenfield [60] notes:

In many data warehousing projects, it is not uncommon for the information

system organization to find one to a handful of users whose ”needs” go way

beyond those of most of the data warehouse users. Usually, the need is for

a far greater level of detail and/or for far more history and/or for a series of

reports of both a high deal of technical and business complexity. It can be

quite expensive and time consuming to satisfy the needs of these far more

demanding users. On the other hand, these users can have a peculiar need that

is especially beneficial to the business and/or can be people whose support is

vital to the success of the project.

Another aspect to consider is politics. The more people involved within the organization or

community, the more politically sensitive the situation may become (see Demarest [59]).
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9.3 Incorporate Metadata
Metadata can be incorporated to help the user in assessing the data quality. At the design

step, it is recommended to identify relevant information to assess data credibility and in-

clude it in the model. Such information can be quality metrics and/or provenance informa-

tion. Provenance is particularly interesting since it is objective information that increases

the transparency of the process.

9.3.1 Related Trust Components

Reliability.

9.3.2 Trade-Offs

Main trade-offs to incorporate metadata are time and expertise. Moreover, metadata defi-

nition requires a good knowledge of the collection process used to populate the database.

9.4 Invest Time in Documentation
As with any kind of software, quality documentation plays an instrumental role in under-

standability. Moreover, good documentation (see section 6.5.1.2 for details about required

data model specific documentation) helps users to identify reuse opportunities.

Note that aesthetics are also important. This means that diagrams must be well balanced,

interesting, and uncluttered.

9.4.1 Related Trust Components

Understanding, Usefulness.

9.4.2 Trade-Offs

Again, time is the trade-off to produce quality documentation. That being said, documenta-

tion should be planned as part of the development. Documentation is always an investment

in the future.
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List of
symbols/abbreviations/acronyms/initialisms

AIS Automatic Identification System

API Application Programming Interface

CMA Comprehensive Maritime Awareness

COI Community of Interest

DB Database

DBMS Database Management System

DHS Department of Homeland Security

DQ Data Quality

ER Entity-Relationship

GUI Graphical User Interface

HTML HyperText Markup Language

JC3IEDM Joint Consultation Command and Control Information Exchange Data Model

MDA Maritime Domain Awareness

MIEM Maritime Information Exchange Model

MSA Maritime Situational Awareness

NIEM National Information Exchange Model

OS Operating System

OWL Web Ontology Language

RDBMS Relational Database Management System

RDF Resource Description Framework

SOA Service Oriented Architecture

SOAP Simple Object Access Protocol

UCore Universal Core data model

UML Unified Modelling Language

URL Uniform Resource Locator

W3C World Wide Web Consortium

WS Web Service

WSDL Web Services Description Language

XML eXtensible Markup Language

XSD XML Schema Description
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Glossary

consistency
the extent to which the data are presented in the same format and are compat-

ible with previous data.

completeness
the extent to which data are of sufficient breadth, depth and scope for the task

at hand.

credibility
the extent to which data are accepted or regarded as true, real, and credible.

data integrity
The accuracy and consistency of stored data, indicated by an absence of any

alteration in data between two updates of a data record. Data integrity is im-

posed within a database at its design stage using standard rules and procedures,

and is maintained using error checking and validation routines.

familiarity
the adherence of the data model to the procedures, terms, and cultural norms

of the user.

flexibility
the ease with which the data model can cope with business and/or regulatory

change.

predictability
the estimation or anticipation of an outcome given a specific and understood

set of inputs.

provenance
the process that lead to the creation of that datum.

relevance
the extent to which the data model is applicable and helpful to the task at hand.

reliability
the data models capacity to preserve and represent data quality.

reusability
the extent to which the data model allows data to be used for purposes beyond

those for which the data was initially collected.

robustness
the systems ability to perform under a variety of circumstances.

timeliness
the extent to which the age of the data is appropriate for the task at hand.

understandability
how the user perceives their comprehension of the data model.
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Québec City, Québec G3J 1X5

1 Jean Roy

DRDC Valcartier

2459 Boul. Pie XI Nord

Québec City, Québec G3J 1X5
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